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— Abstract

Safety-critical embedded systems such as au-
tonomous vehicles typically have only very limited
computational capabilities on board that must be
carefully managed to provide required enhanced
functionalities. As these systems become more com-
plex and inter-connected, some parts may need
to be secured to prevent unauthorized access, or
isolated to ensure correctness.

We propose the multi-phase secure (MPS) task
model as a natural extension of the widely used spo-
radic task model for modeling both the timing and
the security (and isolation) requirements for such
systems. Under MPS, task phases reflect execu-

tion using different security mechanisms which each
have associated execution time costs for startup
and teardown. We develop corresponding limited-
preemption EDF scheduling algorithms and asso-
ciated pseudo-polynomial schedulability tests for
constrained-deadline MPS tasks. In doing so, we
provide a correction to a long-standing schedula-
bility condition for EDF under limited-preemption.
Evaluation shows that the proposed tests are ef-
ficient to compute for bounded utilizations. We
empirically demonstrate that the MPS model suc-
cessfully schedules more task sets compared to non-
preemptive approaches.
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1 Introduction

In today’s interconnected world, the security of real-time systems has emerged as a primary
concern, e.g., [41, 23, 26, 20, 37, 44, 31], given the widespread integration of electronic devices into
various aspects of daily life. However, the implementation of security measures often introduces
additional resource requirements, such as increased computational overhead, or imposes specific
constraints on application behaviors; for example, this could involve necessitating computation
that requires isolation or cannot be preempted.

For example, control flow integrity (CFI) checks may be needed to ensure correct program
execution. However, such checks, which require CPU time in addition to normal code execution,
must be carried out at specific time points (e.g., after branching) and allowing for preemption
may result in an arbitrary computation being performed but not detected. As another example, a
task that is responsible for taking sensor readings may need to execute in isolation in order to
ensure that another task cannot deduce when an event of interest occurs [31].

Since implementing security measures requires some of the same resources that the real-time
tasks need to advance their execution, a co-design approach that explicitly considers security
cost /requirements along with real-time requirements is potentially more effective at managing
limited computational resources. For instance, trusted execution environments (TEEs) provide
isolation of code and data in hardware at the expense of startup and teardown costs. A scheduling
approach that does not consider this specific security-driven overhead may elect to switch between
the secure world (i.e., executing in TEE) and the normal world (no TEE) indiscriminately. This
may result in an excessive amount of overhead incurred by, e.g., hardware mode switching, saving
and restoring the stack, and copying data, resulting in deadline misses. A security-cognizant
scheduler, on the other hand, would make judicious decisions based on both security and real-time
requirements, e.g., by bundling up multiple TEE executions and executing them one immediately
after the other so as to have to pay for startup and teardown cost only once [32].

A recent ISORC paper [5] proposed and developed algorithms that are able to provide provable
correctness of both the timing and some security properties. We believe that such a scheduling-
based approach to achieving security in safety-critical systems is possible, and indeed, necessary
in embedded systems that are particularly cost- and SWaP-constrained and hence need to be
implemented in a resource-efficient manner. However, we consider it unlikely that a “one size fits
all” solution exists; instead, security-cognizant scheduling must first explicitly identify the kinds of
threats that are of concern by precisely defining a threat model, and design scheduling strategies
that can be proved to be resistant to attacks under the identified threat model. We consider
the research in [33] to be particularly noteworthy in this regard, in their explicit and methodical
modeling of different threats in the context of the sporadic task model, and their analysis of
vulnerabilities of current strategies (including security-agnostic fixed-priority scheduling [1] and
the randomization-based schedule obfuscation approaches, e.g., the one in [44]) to such threats.

Security-Cognizant Scheduling. We believe the methodology formalized and used in [33] holds
great promise as a means of integrating security and timing correctness concerns within a common
framework. This methodology was articulated in [5] as follows: security for safety-critical real-time
embedded systems can be achieved by (i) explicitly representing specific security considerations
within the same formal frameworks that are currently used for specifying real-time workloads,
thereby extending notions of correctness to incorporate both the timing and the security aspects;
and (7i) extending previously-developed techniques for achieving provable timing correctness to
these models, thus assuring that both timing and security properties are correct.
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This Work. This paper extends our prior work in [3], which applied the methodology ar-
ticulated in [5] to the following problem in system design for real-time + security. We consider
computer platforms upon which multiple different security mechanisms (such as TEEs, encryp-
tion/decryption co-processors, FPGA-implemented secure computations, etc.) co-exist. Depending
upon their security requirements, different pieces/parts of the (real-time) code may need to use
different security mechanisms at different times. We therefore assume that the code is broken up
into phases, with different consecutive phases needing to use different sets of security mechanisms
— the security mechanisms used by each phase are specified for the phase. We assume that there is
a startup/teardown overhead cost (for data communication, initialization, etc.) expressed as an
execution duration, associated with switching between different security mechanisms. In other
words, there is a time overhead associated with switching between the execution of different phases.

Contributions. As in our prior work that this paper extends [3], we formalize the workload
model discussed above as the Multi-Phase Secure (MPS) task model, with multiple independent
recurrent processes of this kind that are to execute upon a single shared preemptive processor. We
start out in Section 4 assuming that each recurrent process is represented using the widely-used
3-parameter sporadic task model [7]. For this model, we represent the problem of ensuring
timeliness plus security as a schedulability analysis problem, which we then solve by adapting
results obtained in prior work (e.g., [4, 9, 13, 34, 14]) on limited-preemption scheduling. Later in
Section 5, we propose a generalization that models conditional execution within each recurrent
process. Its original treatment in [3] makes a simplifying assumption that was later addressed in
another extension; we therefore present the conditional model and the simplifying assumption in
this paper, but leave the analysis for conditional execution to the more accurate treatment in [38].

We emphasize that although the designs of these models are motivated by security considerations
— they arose out of some security-related projects that we are currently working on — we are proposing
a scheduling model and associated algorithms, not a complete solution to a particular security
problem. That is, although our model draws inspiration from security concerns, it (i) does not
claim a perfect match to all security requirements; and (i) it should have applicability beyond the
security domain — indeed, we suggest that the results presented in this paper be looked upon as a
generalization of the rich body of real-time scheduling theory literature on limited-preemption
scheduling.

Extensions to the Prior Work. This paper extends, corrects, and clarifies our prior results
in [3], making the following new contributions. Section 3.2 presents a correction to the condition
in [4, 9] for EDF schedulability of limited-preemption tasks. Section 4 leverages the corrected
condition to introduce pseudo-polynomial schedulability analysis for sets of MPS tasks, improving
the execution time of the associated algorithms originally proposed in [3], especially for tasks with
implicit deadlines. With these improvements, we are able to evaluate larger sets of tasks with
more realistic ranges of periods. We also address inconsistencies in [3] between the theoretical
model and its implementation by using a continuous-time representation of the algorithms. These
are reflected in the new results in Section 6, which more clearly demonstrate the advantages of
our approach over non-preemptive schedulers.

Organization. The remainder of this manuscript is organized as follows. After briefly discussing
some related scheduling-theory results in Section 2, Section 3.2 presents the correction to the
limited-preemption EDF schedulability condition of [4, 9]. We then motivate and formally define
the MPS sporadic tasks model in Section 4, and provide both pre-runtime analysis and a run-time
scheduling algorithm for MPS sporadic task systems upon preemptive uniprocessor platforms. In
Section 5 we further generalize the workload model to be able to represent conditional execution.

3:3
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We have performed schedulability experiments to evaluate both the effectiveness of our algorithms
and the performance improvements over their original implementations in [3]. We report the
results in Section 6. We conclude in Section 8 by pointing out some directions in which we
intend to extend this work, and by placing our results within a larger context on the timing- and
security-aware synthesis of safety-critical systems.

2 Some Real-Time Scheduling Background
2.1 The Sporadic Task Model [7]

In this model, recurrent processes are represented as sporadic tasks 7; = (Cy, D;, T;). Each task
has three defining characteristics: worst-case execution requirement (WCET) C;, relative deadline
D;, and period (minimum inter-arrival duration) T;. The sporadic task 7; generates a series of jobs,
with inter-arrival times of at least T;. Each job must be completed within a scheduling window,
which starts at the job’s release time and ends D; time units later, and the job’s execution time is
limited to C; units. A sporadic task system I' is made up of multiple independent sporadic tasks.
We assume without loss of generality that tasks are indexed in non-decreasing relative deadline
order (i.e., if i < j then D; < Dj).

Processor Demand Analysis (PDA). A sporadic task system can be scheduled optimally by
the Earliest Deadline First (EDF) [24] scheduling algorithm, given a preemptive uniprocessor. To
determine whether a specific task system can be correctly scheduled by EDF, Processor Demand
Analysis (PDA) [8] can be utilized. PDA is a necessary and sufficient algorithm that is also
optimal. The key idea of PDA is built upon the demand bound function (DBF). Given an interval
length of L such that L > 0, the DBF for a sporadic task 7; can be represented by DBF;(L): the
maximum possible aggregate execution time required by jobs of task 7; such that they arrive in L
and have deadlines before L. The following equation was derived in [7] to compute its value:

7

DBF; (L) :max(v ;DiJ +1,o> x C; (1)

For a task system 7 to be correctly scheduled by EDF, the following was derived in [7] as a
necessary and sufficient condition for all L > 0:

KZ DBFZ-(L)> <L (2)

The Testing Set. A naive application of PDA requires testing the validity of Equation 2 for all
intervals. However, a more efficient approach, outlined in [7], involves checking only values of L
that follow the pattern L = (k x T; + D;) for some non-negative integer k and some 7; € T'.

Furthermore, it suffices to test such values that are less than the least common multiple of all
the T; parameters. The collection of all such values of ¢ for which it is necessary to verify that
Condition 2 holds true in order to confirm EDF-schedulability is referred to as the testing set for
the sporadic task system I', often denoted as 7 (T').

It is worth noting [7] that, in general, the size |7 (I')| of the testing set T (I') can be exponential
in the representation of 7. However, it has been proven [8, Theorem 3.1] that for bounded-
utilization task systems — i.e., systems I' that fulfill the additional requirement that Zﬂ_ crUisc
for some fixed constant c strictly less than 1 — it is sufficient to check a smaller testing set with
pseudo-polynomial cardinality relative to the representation of I', consisting of all values of the
form L = (k x T; + D;) not exceeding
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. 1 .
min (P, max <Dmax, -0 ; U, - (T; — Dz))) (3)

where P is the least common multiple of all T;, and Dy,ax is the maximum of all D; parameters.
We note that for bounded-utilization implicit-deadline tasks — those for which T; = D; for every
task 7; — this bound reduces to Dyax. In this extension, we apply this smaller testing set to our
scheduling algorithms for MPS tasks.

Since we can check Condition 2 in linear (©(n)) time for any given value of ¢, these observations
imply that we can perform an exponential-time EDF-schedulability test for general task systems
and a pseudo-polynomial-time one for bounded-utilization systems.

Unfortunately, the general problem is NP-hard in the strong sense [15, 16, 18], and the
bounded-utilization variant is NP-hard in the ordinary sense [17]. Therefore, it is unlikely that we
will discover more efficient schedulability tests.

2.2 Limited-Preemption Scheduling

The limited-preemption sporadic task model, as introduced by Baruah et al. [4], adds to the task
specification 7; = (C;, D;, T;, 5;) a chunk-size parameter f3; in addition to the regular parameters
C;, D;, and T;. This parameter (; indicates that each job of task 7; may need to execute
non-preemptively for up to §; time units.

To schedule tasks in the limited-preemption sporadic task model, the limited-preemption EDF
scheduling algorithm was proposed [4, 9]. Like its preemptive counterpart, the limited-preemption
EDF algorithm prioritizes jobs based on their (absolute) deadlines. If a job of task 7; with
remaining execution time e is executing and a new job with an earlier deadline arrives, then 7;’s
job may execute for an additional min(e, 4;) time units before incurring a preemption.

Baruah and Bertogna [4, 9] showed that a task system is not schedulable under the limited-
preemption EDF model if and only if either of the following conditions are true:

3L:L>0:) pBR(L)>L (4)
el
or
3r;:3L:0<L<Di:Bi+ » DBR(L)>L (5)
T €D, j#i

Noting that DBF;(L) = 0 when L < D;, we combine and invert the two conditions, giving a
necessary and sufficient condition for successfully scheduling a limited-preemption sporadic task
system I' upon a single preemptive processor using the limited-preemption EDF algorithm:

(blocking due to limited preemption)

—_—
VL, (TXE:F DBFz(L)> + {Ti%?};l/}{l@i} <L (6)

Unlike the exact test for preemptive uniprocessor EDF-schedulability (Equation 2), Equation 6
contains an additional term on the left-hand side of the inequality that accounts for blocking due
to later-deadline (and hence lower-priority) jobs. Specifically, the max,,|p,~r, i term is a blocking
term that captures the potential delay caused by lower-priority jobs that were already executing
at the start of the interval, for a duration of up to their chunk size. Since we assume that all tasks
have non-negative execution time, this blocking term is always non-negative.

3:5
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In this extension to the prior work in [3], we use a continuous-time representation of the blocking
term in Equation 6. The prior work used a discrete-time representation, max,, p,~r #; — 1, which
requires both task periods and execution times to be represented as integers. This introduces
several challenges. First, it is more difficult to reason about the effect of inserting preemption
points; blocking times (chunk sizes) must also be represented as integers, but the number of
“chunks” might not evenly divide the execution time. Second, there is a tradeoff when choosing
the precision at which to represent execution time units. If the unit of time is coarse, then the
execution time of each phase and its corresponding startup/teardown time must be rounded up. If
the unit of time is very short — such as a single processor tick — to achieve higher precision, then
the testing set grows rapidly as the representations of the task periods become larger. By using
continuous time, this extension removes these limitations, and modifies the expression to allow
execution times to take any non-negative real value.

Based on this observation, the Processor Demand Analysis (PDA) algorithm has been extended
to apply to limited-preemption systems as well [4]. The extension is straightforward: Equation 6
replaces Equation 2 in the algorithm, and the algorithm proceeds as usual.

However, we note that Expression 6 cannot hold true for values of L of the form

0 < L < min (Dmm, ?ai({ﬂi}) @)

where Dy, = min;{D;}, suggesting incorrectly that a set of tasks is not EDF schedulable if
any task has non-zero blocking time. In the next section of this extension, we present a corrected
condition that addresses this issue, which we then apply to scheduling of MPS tasks in Section 4.

3 The Corrected Limited-Preemption EDF Schedulability Condition

In this section, we present a correction to the condition of Baruah and Bertogna [4, 9] for EDF
schedulability of limited-preemption tasks.

3.1 The Problem

As discussed in the prior section, in [4, 9], Baruah and Bertogna claimed as a necessary and sufficient
condition for scheduling a limited-preemption sporadic task system upon a single preemptive
processor using EDF' that

(blocking due to limited preemption)

—_—~
VL, (; DBFl(L)> + {nr‘%%%{ﬁi} <L 8)

where ; is the blocking due to limited preemption induced by task ;.

From the definition of the demand bound function DBF;(L) in Equation 1, we observe that
DBF;(L) =0 for L < D;. Then for L < Dy, (i.e., L < D; for all tasks 7;), the above condition
requires L > max,,|p,~7{3i}; as we are already considering the case that L < Dy, this can be
simplified to L > max,,{5;}.

This implies that for values of L such that L < D,, the above condition cannot hold true if
L does not also exceed §; for all tasks 7;. More simply, the condition cannot hold true for values
of L of the form shown in Expression 7. Because processor demand analysis requires that the
condition hold true for all values of L > 0, this would deem any set of limited-preemption
tasks with non-zero blocking time to be unschedulable by EDF.
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3.2 The Correction

As this is obviously not true — i.e., there are limited-preemption task sets that are schedulable by
EDF, we now set out to correct the above condition. We do so by pointing out a subtlety to the
proof in [4] of the condition in Expression 6.

That proof constructs the blocking time condition by defining a minimal unschedulable set
of jobs for which ¢, represents the earliest arrival time of those jobs and ¢ is the time at which
the first deadline miss occurs. Additionally, for each job 7;, it defines ¢; as representing an upper
bound on the time for which 7; can execute non-preemptively. In this system, there is exactly
one job with a deadline after t;; we let 7; be the task that generates this job. If ¢; is the time
at which that job begins to execute non-preemptively and ¢, is when it stops executing, then [4,
Equation 4] states that

n
> DBR(Ti, by —t1) >ty —t
i=1,ij
As g is a bound on the non-preemptive execution time, the proof in [4] then claims that
ta —t1 < ¢q;. We observe that since t; < ty, it also follows that ty —¢; <ty —t;. We can
therefore combine these inequalities to make the statement that ¢o — ¢; < min(g;,¢; —¢1). In light
of this, we modify the rest of the proof in [4]. Now, it follows that

n
> DBR(7, by — t1) + min(gy,ty —t1) >ty —t + (ta — t1)
i=1,i#j
We then replace the expression ¢y — ¢, with a time L. Since ¢y < Dj, it follows that L < Dy;
the DBF of 7; will therefore be zero at L and we can rewrite the condition as:

Z DBF(7;, L) + min(g;, L) > L
i=1

This condition checks whether some task 7; causes excessive blocking at times L < Dj; to
determine if the system is schedulable, we can therefore test whether the following condition holds
for any task 7; at any time L > 0, considering blocking times from just those tasks for which
L < D;:

(; DBF,(L)) + min (L, {nnll)%;(L}{ﬁz}> <L 9)

Then when L < D, the DBF for each task is 0, so the condition will always be satisfied.
Furthermore, when L > Dy, Y, DBF(L;) > 0, and so the condition cannot be satisfied when
min(L, max; 3;) > L. We can therefore begin the testing set of our implementation at Dyin, and
only check the blocking time when determining whether the condition is violated.

4 Systems of Multi-Phase Secure (MPS) Sporadic Tasks

In this section we extend the sporadic task model to consider the setting where the workload
of each task comprises an ordered sequence of different phases, with each phase required to use
a different security mechanism.? Therefore, switching between phases or between jobs incurs

2 Note that we consider a unique combination of security mechanisms to be its own security mechanism. Thus,
a portion of a task subject to multiple overlapping security mechanisms would execute in its own phase.

3:7
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some teardown/startup overhead, which translates to an additional execution duration. We
are given a system of multiple such independent tasks that are to be scheduled upon a shared
preemptive processor. If an executing task is preempted within a phase, the assumption that the
tasks in the system are independent of one another implies that we must conservatively assume
that the preempting task may be executing using a different security mechanism; hence, the
teardown/startup overhead may be incurred again. In some systems, the cost of a preemption
may be less than the full startup/teardown cost of a phase; this can be accounted for by adding
any additional cost to the execution time of the phase. When a phase of a task is selected for
execution we assign it responsibility for taking care of both the startup that must happen at that
point in time, and the subsequent teardown that occurs when it either completes execution or is
preempted by a higher-priority task. Hence a phase with execution duration ¢ that is preempted k
times is responsible for (and hence should have been budgeted for) a total execution duration of

¢+ (k+1) x (startup cost 4 teardown cost) (10)

A Motivating Example. To motivate the MPS task model, consider the case of trusted execution
environments (TEEs), a hardware feature that provides strong isolation of code and data. Although
this isolation has significant security benefits, broadly-used TEE implementations such as OP-
TEE [35] are sometimes limited to using only a small fraction of the available system memory [36]
and code running in a TEE has limited access to common system APIs. In addition, placing more
functionality inside a TEE increases the probability that an unidentified vulnerability compromises
the isolated TEE environment; a number of works based on TEEs have cited minimization of the
trusted computing base (TCB) as a key design concern [25, 29, 39]. A fine-grained minimization
of the code placed in a TEE can lead to the existence of tasks that span multiple “worlds” — for
example, a task may begin execution in the normal world (i.e. no TEE), switch to the secure
world (executing in the TEE) to perform a sensitive cryptographic operation, and then return to
the normal world to complete its work. In some cases, switching across worlds can also be used as
a workaround for TEE memory limitations. For example, large neural networks may be executed
securely by copying a single layer into the TEE, computing and storing an intermediate result,
and then returning to the normal world to retrieve the next layer [2].

However, switching between worlds induces TEE startup and teardown costs, the impact
of which varies depending on the choice of processor and TEE software implementation; one
implementation based on an Arm Cortex-M development board saw costs on the order of microsec-
onds [30], while an implementation using OP-TEE on a Raspberry Pi with a Cortex-A processor
saw overheads ranging from hundreds of microseconds to tens of milliseconds [32]. A scheduling
approach that does not consider these significant context-switching costs may preempt execution
for higher-priority jobs indiscriminately, resulting in missed deadlines due to the overheads incurred
by frequent startup/teardown.

4.1 Task Model

We have a task system I' comprising N independent recurrent tasks 7y, 7o, ..., 7n, to be scheduled
upon a single preemptive processor. The task 7; is characterized by a period/inter-arrival separation
parameter T; and a relative deadline D; < T; . The body of the task — the work that must be
executed each time the task is invoked — comprises n; phases, denoted v; 1,v;2,...,%;n,, that
must execute in sequence upon each job release of the task:

Vi1 Vi, 2 Vi3 | eeeeen Vin;
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As previously discussed, we assume that successive phases are required to execute using different
security mechanisms (i.e., v; ; and v; ;41 execute using different security mechanisms for all j,
1 <j <n;). Let ¢(v; ;) denote the WCET of phase v; ;, and ¢(v; ;) denote the sum of the startup
cost and the teardown cost associated with the security mechanism within which phase v; ; is to
execute. The aggregate WCET of all phases of this task during its execution is thus given by the
following expression

Uz

Z(C(Ui,j) + Q(Uz‘,j))

j=1

However, suppose that during some execution of task 7; the j’th phase is preempted k; times for
each j, 1 < j < ny; as discussed above (Equation 10), the cumulative WCET of all phases of this
task during this execution is then given by the expression

nq

Z(C(vi,j) + (b +1) x Q(Uzyj))

Jj=1

The figure below depicts a 2-phase job, denoted by v; ; and v; 2, which is preempted once in the
first phase and twice in the second phase. The shaded region denotes the startup and teardown
costs for each phase of the job.

Vi,1 Vi,

2
e
o - II vl,zmﬁ o I

4.2 Overview of Approach

Given a task system I' comprising multiple independent MPS tasks to be scheduled upon a
single preemptive processor, we will first execute a schedulability analysis algorithm to determine
whether this system is schedulable, i.e., whether we can guarantee to schedule it to always meet all
deadlines, despite the costs incurred by startup/teardown. This schedulability analysis algorithm
essentially constructs a limited-preemption task 7; corresponding to each task 7;, and determines
whether the resulting limited-preemption task system can be scheduled by the limited-preemption
EDF scheduling algorithm [4, 9] to always meet all deadlines. If so, then during run-time the
original task system is scheduled using the limited-preemption EDF scheduling algorithm, with
chunk-sizes as determined for the corresponding constructed limited-preemption tasks. We point
out that if a chunk-size 3; is determined for the limited-preemption task 7;, then the j’th phase
of 7;’s jobs will execute in no more than [c(v; ;)/(8; — q(vs;))] contiguous time-intervals (i.e., it
would experience at most ([c(v; ;)/(8i — q(vi;))] — 1) preemptions); equivalently, the cumulative
WCET of all the phases of each of task 7;’s jobs will be no more than

i(C(vi,j) + [C(U”))w X Q(vz‘,j))

=1 Bi — a(vi;

Assumption of Fixed-Preemption Points. We make the conservative assumption that once
the chunk-size is determined for each task then the preemption points in the code are statically
determined prior to run-time. That is, once the chunk-size 3; is determined for a task 7;, a

3:9
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preemption is statically inserted into the task’s code after the code has executed non-preemptively

for no more than §; time units; this is referred to as the fized-preemption point model [42]. Once

7;’s program reaches this statically-placed preemption point, the security mechanism for the task’s

current phase must

1. complete a teardown (e.g., a flush of the cache, or ending a TEE session) to ensure task
execution integrity during preemption;

2. invoke the operating system’s scheduler to see if there are any high-priority tasks awaiting
execution; and

3. upon resuming execution as the highest-priority task the security mechanism must perform a
startup (e.g., starting a new TEE session from the task’s last executed instruction).

Since the preemption points are statically inserted into the code, we must perform the
teardown/startup for a phase each time a preemption point is encountered (even if there is no
other task active in the system at that time). While clearly this approach suffers from potentially
performing unnecessary preemptions, it is often used in safety-critical settings due the precise
predictability that fixed-preemption points provide. In future work, we will explore the floating
preemption point model and other models that would permit the system to avoid unnecessary
preemptions and teardowns/startups.

4.3 The Schedulability Test

We now describe our schedulability test. As discussed above, our approach is to construct for
each task 7; a corresponding limited-preemption task 7;. This limited-preemption task is assigned
the same relative deadline parameter value (i.e., D;) and the same period parameter value (i.e.,
T;) as 7;; its WCET a and its chunk-size parameter (3; are computed as described below, and in
pseudo-code form in Algorithm 1.

We introduce integer variables cnt(v; ;) for each ¢, 1 <4 < n, and for each j, 1 < j <mn;, to
denote the maximum number of contiguous time-intervals in which the j’th phase of 7; may need
to execute. Then 6’:, the WCET of each job of task 7;, can be written as

nq

c, & Z(c(vi,j) + cnt(v; ;) X q(vi,j)) (11)

j=1

where the second term within the summation represents the maximum preemption overhead (the
startup cost plus the teardown cost) that is incurred by the j’th phase of task ;.

It remains to specify the values we will assign to the cnt(v; ;) variables. We will start out
assuming that each phase of each task 7; executes non-preemptively — i.e., in one contiguous time-
interval. We do this by initially assigning each cnt(v; ;) the value 1; we will describe below how
the cnt(v; ;) values are updated if enforcing such non-preemptive execution may cause deadlines
to be missed. With each cnt(v; ;) assigned the value 1, it is evident that the largest duration for
which task 7; will execute non-preemptively is equal to maxgil {c(vi ;) + q(vi ;)}; we initialize the
chunk-size parameters — the §; values — accordingly: for each task 7;,

Bi I?Ef( {e(vis) + q(vig)} "

In this manner, we have instantiated the parameters for one limited-preemption task 7; corre-
sponding to each task 7 € I'. We must now check whether the limited-preemption task system
T = {71,72,...,7N} so obtained is schedulable using the limited-preemption EDF scheduling
algorithm [4, 9]. We do so by checking whether Equation 9 holds for values of ¢ in the testing
set T(f), considered in increasing order; we motivate this ordering below in (5). First, we split
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Algorithm 1 The Preprocessing Algorithm for Systems of MPS Sporadic Tasks (see Section 4).
Input: (F)

1 for each task 7, € I' do //Initially, assume that no preemption is needed

2 for j < 1 to n; do

3 | ent(v;) <1

4 | Bi < maxigj<n, (c(viy) + q(vi;))

5 //The testing set 7(I'); is all t=D;+k-T;, t < Dyax for some task 7; and some k € N.
6 for tg iterating in increasing order over T(I')1 do

7 Compute A(tq) as per Eqn 13 //This represents the slack in the schedule at {4

8 if A(tq) <0 then //Check whether previously-assigned chunk sizes causes deadline miss
9 | return THE SYSTEM IS NOT SCHEDULABLE

10 for each T; for which D; > tq do

11 if (8; > A(tq)) then //Must reduce the value of f;

12 Bi < A(tq)

13 for j < 1 to n; do //For each phase of 7;, ensure that it doesn’t block too

much

14 if B; > q(vs,;) then //There is sufficient time in chunk to do task execution

15 cnt(v;,;5) — mingen such that@ +q(vij) < Bi //Break c(v;;) into small

enough pieces

16 else

17 L return THE SYSTEM IS NOT SCHEDULABLE

18 if system utilization > 1 then

19 L return THE SYSTEM IS NOT SCHEDULABLE

20 if all tasks have implicit deadlines D; = T; then

21 L return THE SYSTEM IS SCHEDULABLE

22 //For systems of constrained-deadline tasks, the testing set 7 (I')2 is all t=D;+k-T;,

Dmax <t and not exceeding the bound defined in Expression 3 for some task 7; and some
keN.

23 for tq iterating in increasing order over the testing set T(I')2 do

24 Compute A(tq) as per Eqn 13

25 if A(tq) <0 then

26 | return THE SYSTEM IS NOT SCHEDULABLE

27 return THE SYSTEM IS SCHEDULABLE

T(f) into two sets, T(f)l containing all values up to and including Dy,ax = max,, D;, and T(f)g
containing all values thereafter. Then, we initialize ¢4 to denote the smallest value in 7(I");, and

perform the following steps.

1. If Equation 9 is satisfied for ¢4, we set t4 to be the next-smallest value in T(f)l, and repeat

this step.

If Equation 9 is violated for t; and the first term in the LHS of Equation 9 is > t4, then we

conclude that THE SYSTEM IS NOT SCHEDULABLE and return.

Suppose, however, that a violation of Equation 9 occurs due to the blocking term in Equation 9.
That is, the first term in the LHS of Equation 9 is < ¢4 when Equation 9 is instantiated with
t < tq, but the sum of the first and second terms exceeds t4. For this to happen, it must be
the case that some 7; with D; > t4 is blocking ‘too much;” we must reduce the amount of
blocking each such task can cause (i.e., reduce its 8; parameter). Below, we describe how to

do so.
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3. Let A(tq) denote the amount of blocking that can be tolerated at ¢4 without causing a deadline

miss:
A(tq) = tg— Y DBF(F, ta) (13)
el

As discussed above, each 7; with D; > t4 must ensure that its blocking term, 3;, is no greater
than A(tg). For each such task with 5; currently greater than A(tg), we may need to increase
cnt(v; 5), the number of contiguous time-intervals in which its j’th phase may execute for each

of its phases v; 1, vi 2, ..., Vi n,, in the following manner:
. c(viy;)
cnt(v; ;) min such that—== 4 ¢q(v; ;) < A(tq) (14)
KE K

That is, we reduce blocking in order to satisfy Equation 9 for ¢4 by potentially increasing the
number of preemptions (and thereby incurring additional teardown/startup overhead). In
prior work [3], we assumed that tasks had integer execution times and hence used 3; — 1 as
the blocking term; here, we use continuous time and therefore do not subtract a time segment.

. Such additional overhead must be accounted for; this requires that a, the WCET parameter

of the limited-preemption task 7;, must be updated (i.e., potentially increased) by recomputing
it using Equation 11 (reproduced below):

G« 2(6(”2’4) + ent(v; ;) X Q(vi,j))
j=1

(Notice that since some of the cnt(v; ;) values may have increased, the value of C; may also
increase.)

. Recall that we have been checking the validity of Equation 9 for values of ¢4 in T(f)l, the

partial testing set of I', considered in increasing order. Since we are currently considering ¢,
we have therefore already validated that Equation 9 previously held for values of ¢t < ¢4 in the
testing set. The crucial observation now is that the increase in the value of a for any i with
D; > tq does not invalidate Equation 9 for any t < tg4, because the increased a values only
contribute to the cumulative demand (the first term in the LHS of Equation 9) for values of
t > tq. Hence, we do not need to go back and re-validate Equation 9 for values of ¢ smaller
than td.

. Having thus modified the cnt(v; ;) variables (as in Equation 14) in order to ensure that

Equation 9 is satisfied by I' for ¢4, we update the value of ¢4 to the next-smallest value in

~

T ()1, and return to Step 1 above.

. Once tg reaches Dy .y, there are no remaining tasks with D; > t4, and so we are done

updating the cnt variables. At this point, we check if the total utilization of the system,

Dy %T(m > 1. If it is, the system cannot be scheduled.

. For an implicit-deadline system with U < 1, we prove in Lemma 2 that the slack will never

be < 0 at any later time. Therefore, we know that the system is schedulable and can return
immediately.
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9. For a constrained-deadline system, we check the slack at each remaining point ¢4 in the testing
set T(f)g up to and including the testing set’s upper bound, described by Expression 3. If the
slack is found to be < 0, the system is unschedulable, and we return immediately. Otherwise,
is system is deemed to be schedulable.

Computational Complexity. The number of iterations of the for-loops of Lines 6 and 23 dominate
the computational complexity; the other loops in the algorithm are polynomial in the number
of tasks or number of vertices in a chain. The number of iterations of Line 6 is proportional to
Dax; for implicit-deadline systems, this is the only loop that executes. For constrained-deadline
systems, the combined number of iterations for both loops is the number of testing set points. In
general, for constrained-deadline sporadic task systems scheduled on a single processor, the testing
set can be exponential in the number of tasks, but is psuedo-polynomial as long as the utilization
is bounded by a fixed constant strictly less than 1 [8]. For MPS sporadic tasks, the utilization
can change as we add preemption points. However, because we only continue to add preemption
points as the testing set is traversed up to Dp.x, the testing set remains pseudo-polynomial in
size unless the utilization reaches exactly 1, in which case it becomes exponential (bounded by the
least-common multiple of the task periods).

Proof of Correctness/Optimality. We now provide formal arguments that our approach for
chains yields a correct assignment of ; values for all tasks (Theorem 3) and is optimal in the
sense that if the approach returns THE SYSTEM IS NOT SCHEDULABLE, then there is no assignment
of ;s that would cause the system to become schedulable (Theorem 4).

Before we prove the two main theorems of the section, we prove a useful invariant for the for-loop
in Line 6 of Algorithm 1. The remainder of this section assumes the fixed-preemption model where
a preemption is always taken at a fixed-preemption point (i.e., incurring the teardown/startup
costs). In this model, it can be shown that Equation 9 remains a necessary and sufficient condition
for limited-preemption EDF schedulability. However, under other preemption models where we
may skip/delay preemptions, Equation 9 is only a sufficient condition. Thus, only the correctness
theorem will hold, and we leave an investigation of optimality for these more dynamic settings to
future research.

» Lemma 1. At the beginning of each iteration of the for-loop at Line 6 with tq being the current

testing set interval considered, the following statements hold:

1. For any t < tq, Fquation 9 is satisfied for the current set of B; values.

2. For any 1; € ' such that D; < tq, the value of B; set by the algorithm is mazimum (over all
possible schedulable chunk-size configurations of T").

Proof. Lemma 1 is, as expected, proved by induction.

Initialization. Initially ¢4 equals Dyi,; the minimum deadline is the first non-zero value of the
DBF function for all tasks. Thus, Statement 1 is true since at all prior timepoints the first term of
Equation 9 is zero and Equation 9 reduces to L < L per the arguments in Section 3.2. Statement 2
is also vacuously true since 5 is set to its largest possible value maxi<;<n, (¢(v1,;) + q(v1,5)) by
the previous loop and does not affect schedulability as 71 cannot block any other task (by nature
of having the smallest relative deadline).

Maintenance. Let us consider the current testing-set point ¢4. Let t. be the testing-set point
considered in the previous iteration of the for-loop. Assume that Statements 1 and 2 were true at
the beginning of the for-loop for point t.; we will show that the statements will hold for ¢,.
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For Statement 1, we must show that Equation 9 is not invalidated when we execute the for-loop
for t.. As was previously argued, for ¢t < t., the DBF values are unchanged as any changes made
to (B; values in the iteration for t. only affect the a of tasks with D; > t.. Thus, Statement 1
continues to hold for all ¢t < t. by assumption. We only need to show that the previous iteration
will set the corresponding (8 values such that Equation 9 will also be true at t.. However, this
obviously holds since for each 7; with D; > t., either §; already satisfied Equation 9 (and does
not change) or it is set by Line 12 of Algorithm 1 to the largest value that satisfies Equation 9 for
the current values of 3.

Statement 2 follows from the last observation of the previous paragraph and by the assumption
that 8 values for all 7; with D; < t. are set to their maximum value by assumption and cannot
change at t. or after. Therefore, the 6’\2 values that contribute to the DBF in Equation 9 at t. are
as small as possible. It therefore follows that any 7; with t. < D; < t4 has either already had its
B; value set to the largest possible to satisfy Equation 9 for some ¢ < . or has its value set to the
largest possible to satisfy Equation 9 at ¢..

Termination. Let ¢; be the last testing set interval considered by the for loop in Line 6. During
the execution of the loop, the algorithm may return THE SYSTEM IS NOT SCHEDULABLE. In the
case that not schedulable is returned, Statements 1 and 2 hold for all testing set intervals up to
(and including) t4, but not necessarily after ¢4. If the algorithm completes execution of the loop
witllout returning, the Statements 1 and 2 are guaranteed to hold for all testing set intervals in

T(I'); (by properties of testing-sets for Equation 9 and that the last testing set point must be at
least Dy). <

» Lemma 2. In an implicit-deadline task system, Equation 9 will be satisfied at all points
L > Dpax tf U < 1.

Proof. By contradiction. Consider some t; > Dy.x in the testing set at which Equation 9
fails to hold. At this point, there are no tasks where D; > t4, and so Equation 9 becomes
Zner DBF;(tq) < tq. From the definition of the DBF:

tqa — D;
Zmax({dT_ J+1,0>~C’i>td

T, el v

Since for an implicit-deadline task system, D; = T; for all tasks 7,
Z max (V;J ,O) -Cy >ty
€D ¢
From which it follows that
Z max (td,0> -Cy >ty
el T
As ty and T; are both positive:
tq

—-C; >t
S,
el
which implies that U > 1. |

» Theorem 3. If the schedulability test returns THE SYSTEM IS SCHEDULABLE, then assignment
of B; values by the algorithm in Algorithm 1 ensures that the task system meets all deadlines when
scheduled by limited-preemption EDF.
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Proof. The termination argument of Lemma 1 argues that Statement 1 and therefore Equation 9
hold for all testing set points in T(f)l. If the system is an implicit-deadline system, then by the
check in line 18, the system utilization must be < 1; by Lemma 2, Statement 1 will continue to
hold for all points in T(f)g. If the system is a constrained-deadline system, the loop in Line 23
will complete and return THE SYSTEM IS SCHEDULABLE if and only if Equation 9 holds for all
points in 7(I'),.

Since Equation 9 is sufficient (and necessary for the fixed-preemption model), the task system
I is schedulable by limited-preemption EDF when the assigned chunk-sizes (3; are used. <

» Theorem 4. If the schedulability test returns THE SYSTEM IS NOT SCHEDULABLE, then there
does not exist an assignment of B; values such that Equation 6 is satisfied.

Proof. If THE SYSTEM IS NOT SCHEDULABLE is returned while processing a testing-set interval
tq in T(f)l then either A(tq) < 0 or §; < q(v; ;) for some ¢ and j. In either case, Statement 2
of Lemma 1 implies that the ;s set prior to t4 are as large as possible with respect to t < tq4
for Equation 9. Therefore, if A(t4) < 0 is true, it is not possible to find another assignment of
Bi’s to make this false. Otherwise, if 5; < ¢(v; ;), the fact that 3; was set to its maximum value
means there does not exist a larger possible §; to successfully fit task execution into given the
startup/teardown costs ¢(v; ;) of the phase v; ;.

If THE SYSTEM IS NOT SCHEDULABLE is returned while processing a testing-set interval ¢4 in
T ('), then Equation 9 is false for some ty € T(f)g. The right-side term of equation 9 considers
only tasks where D; > L; as T(f)g begins past Dp.x, there can be no tasks matching this
condition and therefore no assignment of /3; that would reduce the right-side term. Per Statement
2 of Lemma 1, each 3; has already been maximized when considering 7 (f)l; reducing some f;
can only increase the number of preemption points required and therefore increase the DBF of
some task in the left-side term of Equation 9. Therefore, there is no alternative assignment of 3’s
that would reduce the left side of Equation 9 and cause the system to become schedulable. <«

5 Systems of Conditional MPS Sporadic Tasks

In Section 4 we considered recurrent tasks representing “linear” workflows: each task models a
piece of straight-line code comprising a sequence of phases that are to be executed in order. In
many event-driven real-time application systems, however, the code modeled by a task may include
conditional constructs (‘if-then-else’ statements) in which the outcome of evaluating a condition
depends upon factors (such as the current state of the system, the values of certain external
variables, etc.), which only become known at run-time, and indeed may differ upon different
invocations of the task. Hence the precise sequence of phases that is to be executed when a task
is invoked is not known a priori. It is convenient to model such tasks as directed acyclic graphs
(DAGS) in which the vertices represent execution of straight-line code, and a vertex representing a
piece of straight-line code ending in a conditional expression has out-degree > 1 — see Figure 1 for
an example. In this figure the vertex a denotes a piece of straight-line code that ends with the
execution of a conditional expression. Depending upon the outcome of this execution, the code
represented by either the vertex b or the vertex c executes, after which the code represented by
the vertex d is executed. In this section, we briefly explain how our proposed Multi-Phase Secure
(MPS) workload model may be further extended (i.e., beyond the aspects discussed in Section 4)
to accommodate recurrent tasks that may include such conditional constructs.

3:15

LITES



3:16

Limited-Preemption EDF Scheduling for Multi-Phase Secure Tasks

(5,2)

Figure 1 Each vertex characterized by a pair of values; the former one representing the WCET of the
node/phase, ¢(v) and the latter one representing the sum of the startup and teardown cost, g(v). We
assume that the code represented by vertices a and d execute using the same security mechanism, whereas
the code represented by vertices b and ¢ each execute using a distinct different mechanism.

5.1 Model

We now provide a more formal description of the conditional MPS sporadic task model. Each task

7; is characterized by a 3-tuple (G;, D;,T;) where D; and T; are the relative deadline and period,

and G; is a DAG: G; = (V;, E;) with E; C V; x V;. Each vertex v; ; € V; represents a phase of

computation, which must execute using a specified security mechanism. The interpretation of each

edge (v j,vi ) € E depends upon the outdegree (i.e., the number of outgoing edges) of vertex v; ;:

1. If this outdegree = 1, then the edge denotes a precedence constraint: vertex v, may only
begin to execute after vertex v; ; has completed execution.

2. If this outdegree is > 2, then all the outgoing edges from v; ; collectively denote the choices
available upon the execution of a conditional construct: after v; ; completes execution, exactly
one of the vertices v,y for which (v; ;,v; %) € E becomes eligible to start executing. It is
not known beforehand which one this may be, and different ones may become eligible upon
different invocations of the task.

A WCET function ¢ : V; — N is specified, with ¢(v; ;) denoting the WCET of node v; ; € V;.
An overhead function ¢ : V; — N is specified, with ¢(v; ;) denoting the startup/teardown cost
associated with the security mechanism using which vertex v; ; is to execute.

In the original model presented in [3], a simplifying assumption was made that teardown and
setup costs are always incurred when transitioning between any two jobs, regardless of whether
they use the same or different security mechanisms. This assumption was conservative, as it
did not account for cases where both jobs use the same security mechanism, in which case the
teardown and setup costs would not actually be incurred.

5.2 A Subtlety

A subtle issue arises when dealing with conditional code, which was not present in the consideration
of linear workflows in Section 4. Specifically, during the execution of conditional code, it is not
known at compile time which branch will be taken at runtime, and different invocations may
take different paths. In hard real-time systems, it is necessary to ensure that tasks meet their
deadlines under all possible runtime conditions. Thus, during pre-runtime schedulability analysis,
a conservative approach is adopted, assuming that each invocation of the task follows the “longest”
path — the one with the maximum cumulative execution requirement.

Standard algorithms are known for identifying the longest path through a DAG that have run-
ning time linear in the representation of the DAG. Under limited-preemption scheduling, however,
identifying the path through the DAG that has maximum cumulative execution requirement is
not entirely straightforward. Let us consider again the example DAG of Figure 1.
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If the chunk size (3; for this task were > 7, then both branches can be executed non-preemptively.
The upper branch incurs a cost of 5 + 2 = 7 while for the lower branch the cost is 3 + 3 = 6;
therefore, the upper branch is the computationally more expensive one.
Now suppose 8; = 4. Then the upper branch may need to execute in [5/(4—2)] or 3 contiguous
pieces, for a cumulative cost of 5 + 3 x 2 = 11. The lower branch may need to execute in
[3/(4 — 3)] or 3 contiguous pieces, for a cumulative cost of 34+ 3 x 3 =12, and is hence the
more expensive branch.
This example illustrates that the computationally most expensive path through a DAG that
represents conditional execution depends upon the value of the chunk size parameter (the f;
parameter of the task). As we saw in Section 4, the approach to scheduling MPS sporadic tasks
has been to convert each task to a limited-preemption sporadic task. The procedure for doing so
(Algorithm 1) repeatedly changes the values of the /3; parameters of the tasks. As we adapt the
techniques of Section 4 to schedulability analysis of conditional MPS tasks, it is important to note
that the necessary improvements to handle conditional execution, including the correct analysis
of teardown and setup costs, have already been addressed in a separate extension paper [38]. In
that work, the unnecessary conservatism in the assumption that teardown and setup costs are
always incurred during transitions between jobs, regardless of whether they use the same security
mechanism is eliminated. This refinement leads to a more precise schedulability analysis, ensuring
that only the relevant overheads are considered and optimizing the overall analysis of conditional
MPS tasks. Thus, while this paper focuses on the linear task model and its optimization, the
more accurate treatment of conditional execution is fully covered in [38].

6 Empirical Evaluation

In the previous sections, we have developed algorithms to introduce preemptions into the execution
of the phases of multi-phase secure tasks. While these preemptions reduce the blocking that
higher-priority phases/jobs experience at runtime, they come at a cost — increased overhead due
to the additional teardown/startup costs that must be performed before and after every inserted
preemption. Thus, while the limited-preemption approach proposed in this paper theoretically
dominates the non-preemptive approach (i.e., each phase is executed non-preemptively and
preemptions are permitted only between phases of a task), it is unclear how much schedulability
improvement on average we can expect a system designer to obtain from using our proposed
approach.

In this section, we provide an empirical analysis on that topic via the application of the
schedulability tests of Section 4 over synthetically-generated MPS task systems. We compare the
proposed schedulability tests with existing limited-preemption scheduling where each phase of a
task is executed fully non-preemptively.

By using the refined algorithms presented in this work that permit pseudo-polynomial running
times for bounded utilization task sets, and correcting implementation issues identified in our
earlier work [3], we were able to extend our experiments to a broader parameter space and larger
task sets. We also directly evaluate the running times of our algorithms and implementation, and
compare them to the original versions from [3].

As before, we limit our scope to evaluating linear task sequences; we refer readers interested in
further evaluation, analysis, and refinement of the conditional model to [38].

6.1 Experimental Setup

The evaluation was conducted using a C++ simulation. All tests were performed on a a server
with two Intel Xeon Gold 6130 (Skylake) processors running at 2.1 GHz, and with 64GB of
memory. Multiple task sets were evaluated in parallel; each task set was given a single thread

3:17

LITES



3:18 Limited-Preemption EDF Scheduling for Multi-Phase Secure Tasks

1.04 1.0 — ===
0.8 0.8 1
e o
=] =]
e e
Z Z
= 0.61 = 0.6
Q Q
© [c]
> >
=1 °
o o
< <
5] 5]
w w
0.4 0.4 4
—8— Chains schedulability ratio \ —8— Chains schedulability ratio
0.2 —¢- Phase NP schedulability ratio \ 0.2 4 ~4- Phase NP schedulability ratio \
~m- Fully NP schedulability ratio . ~M~- Fully NP schedulability ratio ]
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
Utilization Utilization

Figure 2 Schedulability ratio of implicit-deadline tasksets with 3 tasks each and periods of 10-30 time
units. On the left, tasks are randomly assigned 1-4 phases; on the right, 1-6.

on which to run. We evaluate task sets for many parameter variations, including the task count,
number of phases per task, utilization, and task periods. In some cases, the number of phases per
task is fixed; where it is not fixed, we select the number of phases for each task following a uniform
distribution in the given range. Task periods are selected either from a uniform distribution
within the period range specified for each test or, where specified below, a log-uniform distribution.
For each combination of fixed parameters, we generate 1000 random task systems. For each
system, we use the UUniFast algorithm [12], first to assign a total utilization % to each task
and then to distribute the task’s total allotted time C; between the execution times c(,, ;) and
startup/teardown overhead Q(vi,]») for each of its phases. We note that compared to the prior work
in [3] that this paper extends, we have adjusted this distribution to be more consistent and to be
independent of the number of phases in the task. We then evaluate each task set against three
algorithms: chains, the algorithm presented in section 4, phase NP, in which there is a static
preemption point between each phase but no additional preemption points can be inserted, and
fully NP, in which the entire task runs as a single non-preemptive chunk.

We evaluate both implicit-deadline and constrained-deadline task systems. In an implicit-
deadline system, D; = T; for each task. In a constrained-deadline system, we choose a random
value for each D; that is uniformly distributed between the task’s execution time and its period
T;. For implicit-deadline systems, we evaluate U at increments of 0.1 in [0, 1]. We note that,
compared to the prior version of this work in [3], the improvement to the testing set described
in Section 4 allows us to evaluate these systems in a reasonable amount of time even for large
numbers of tasks; to understand the impact of this optimization, we also test the exponential set
presented in the original version on systems with 8 tasks or fewer and compare their execution
times. For constrained-deadline systems, the testing set is bounded by a term that is determined

in part by a factor ﬁ; as U — 1, the testing set size becomes very large and becomes infeasible
to evaluate. We therefore limit our evaluation of constrained-deadline systems to utilizations in
[0,0.9].

6.2 Schedulability Analysis Results

Schedulability of Implicit-Deadline Systems. Figure 2 shows the schedulability ratio of each
of the three tests described above — chains, phase NP, and fully NP. For each test, tasks with
low utilization are all schedulable, but schedulability decreases as the utilization of the system
increases. By inserting additional preemption points, the chains algorithm is able to obtain a
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Figure 3 Schedulability ratio of chains algorithm when varying taskset parameters. All tasks have

periods selected uniformly from 10-30 time units.
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Figure 4 Comparison of the effect on schedulability of changing the period range of the generated
tasks. Each set contains 3 implicit-deadline tasks with 1-4 phases.

schedulability improvement over a phase NP approach on these higher-utilization tasks. Once
utilization reaches 1, it is not possible to insert any preemption points, as inserting a preemption
point would increase the startup/teardown overhead and cause the utilization to exceed 1; therefore,
the chains algorithm does not lead to a schedulability improvement. Tasks with 1-6 phases have a
slightly higher schedulability ratio than tasks with 1-4 phases; we explore this effect more in the
paragraph below.

Figure 3 shows the impact of various parameters of the task system on the schedulability ratio
using the chains algorithm and periods of 10-30 time units. In Figure 3a, tasks are randomly
assigned 1-4 phases, while the utilization and tasks per taskset are varied. In Figure 3c, the
number of tasks is held constant at 3, and each taskset is assigned a fixed number of phases,
varying from 2 to 20 phases per task. In Figure 3e, the utilization is held constant at 0.9. As
in Figure 2, increasing utilization reduces the schedulability ratio. Here, it is clearly visible that
increasing the number of tasks or number of phases per task improves the schedulability ratio.
When these parameters are increased, the system’s total execution time is divided among more
tasks or among more phases, so that each task has a lower blocking time. The reduction in
blocking time makes the system more likely to be schedulable.

For completeness, we also evaluate the performance of the algorithm on a wider 1-1000 time
unit period range, using both a uniform distribution of periods within this range, as well as the
log-uniform distribution recommended in [19]. Figure 4 shows how the schedulability of these task
sets compares to the tasksets with 10-30 unit periods. The schedulability of the sets with the
wider period range is much lower; in particular, tasksets containing a task with a small period are
less likely to be schedulable. We hypothesize that this is due to these high-frequency tasks having
less ability to expand their execution time as preemption points are inserted. This trend is also
apparent in Figure 5; unlike tasks with 10-30 unit periods, increasing the number of tasks increases
the probability of generating a high-frequency task and therefore causes the schedulability ratio to
decrease.

Schedulability of Constrained-Deadline Systems. Figure 6 shows the schedulability ratio for
each of the three scheduling algorithms on constrained-deadline tasksets, in which all other task
parameters follow the same configuration as Figure 2. In a constrained-deadline system, the
chains algorithm is also able to obtain a schedulability improvement over a phase NP approach, by
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Figure 5 Schedulability ratio of chains algorithm when varying taskset parameters. All tasks have
periods selected from 1-1000 time units using a log-uniform distribution.

inserting additional preemption points to reduce the blocking time. As the tasks in these systems
have shorter deadlines than the implicit-deadline systems, all three algorithms obtain a lower

schedulability ratio.

The right column of Figure 3 shows the effect of varying different taskset parameters for the
constrained-deadline task sets, which otherwise have the same parameter configurations as the
implicit-deadline systems. For constrained-deadline tasks, the schedulability ratio is generally
lower, and the effect of increasing the phase count is smaller. Increasing the number of tasks has
only a very small effect on the schedulability ratio. We hypothesize that, although increasing the
task count still tends to reduce the system’s blocking times, it also increases the probability that
one or more tasks will have a tightly-constrained deadline, which reduces the chance that the

system will be schedulable.
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6.3 Runtime Performance

The implementation of the algorithm in our prior work [3] could only evaluate sets of a few tasks
in a reasonable amount of time. In this work, we rewrite the original Python-based simulation
using C++, and correct an implementation issue with the original construction of the hyperperiod-
bounded testing set. These changes lead to significant performance improvements on their own.
In Figure 7 we randomly generate and test 50 task sets with either 3 or 4 tasks each; the original
implementation is compared to the rewritten one, which is configured to test points in the full,
exponentially-sized testing set. For sets of 3 tasks, the median execution time improves by
approximately 70x and the mean execution time improves by around 250x. For sets of 4 tasks,
the median improves by around 150x and the mean execution time by more than 3500x. These
improvements enable testing larger task sets, as shown in the following sections.
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Figure 10 Comparison of the sizes of the hyperperiod and pseudo-polynomial testing sets. For each
utilization, we generated 100 sets of 5 constrained-deadline tasks with periods from 10-30, and 1-4 phases.

In this work, we also introduce an optimization for implicit-deadline task systems that allows
us to avoid testing timepoints past Dyax. In Figure 8, we analyze the impact of this optimization.
Using the full, exponential testing set from the prior work, our implementation is able to test
tasksets with 6 tasks in only a few seconds, but the time needed still scales exponentially with the
number of tasks; past eight tasks per set, the analysis once again takes an unreasonable amount
of time to run. Using the optimization for implicit-deadline systems, evaluating schedulability is
orders of magnitude faster, and the evaluation times also become more consistent for each taskset.
This optimization allows us to determine the schedulability ratio for systems of up to 20 tasks,
the results of which are displayed in Figure 3. As the time needed to determine schedulability
now scales much more slowly with respect to the number of tasks, we believe that evaluating even
larger task sets is also possible.

In Figure 9, we evaluate the performance of determining schedulability of constrained-deadline
task sets using the pseudo-polynomial bound on the testing set identified in [7]. Compared to the
full hyperperiod testing set, running the evaluation with this testing set is much faster. However,
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we note that it is still slower than the optimized implicit-deadline bound from Figure 8. Moreover,
the distribution of execution times exhibits high variability. Perhaps most importantly, our
evaluation is on task sets where U = 0.9, at which the pseudo-polynomial bound is still reasonably
small. As shown in Figure 10, when U — 1, the size of the pseudo-polynomial set approaches the
hyperperiod set, and it becomes increasingly less feasible to iterate over the entire testing set.

7 Related Work

The trade-off between security and timing constraints in real-time, IoT, and edge computing
environments is crucial as it involves balancing robust security measures with the need for real-time
performance. Several studies have explored these trade-offs. For instance, Leonardi et al. [22] and
Lemieux-Mack et al [21] present mixed-integer linear programming approaches to optimize security
and schedulability in real-time embedded systems under cyber-attacks. Wang et al. [40] consider
the trade-off between security and overhead for pointer integrity checks. These papers attempt to
maximize security without overloading the target system, but do not consider preemption-related
overhead induced by the startup/teardown costs of the selected security mechanisms.

Limited-preemption scheduling, surveyed in 2013 by Buttazzo et al. [13], balances the increased
blocking times of non-preemptive execution with the increased overheads caused by context
switching. The original models of Baruah and Bertogna minimize context switching by finding the
longest time each task may execute non-preemptively without compromising schedulability [4, 9],
but do not account for the worst-case overhead due to the resulting preemptions.

Later approaches account for both blocking time and preemption overheads by defining
instants that preemption can occur during task execution (called preemption points) to guarantee
schedulability. In [10], Bertogna et al. develop an algorithm to find preemption points for tasks
scheduled with EDF under the assumption that the preemption overhead for each task is constant.
In contrast, in our MPS task model, individual task phases have unique preemption costs. A
similar model to that of [10], but for fixed-priority (FP) scheduling, again with constant preemption
overheads for each task, was developed by Yao et al. in [43].

In [11], Bertogna et al. model tasks as sequences of “basic blocks,” and present algorithms for
selecting preemption points between those blocks for both EDF and FP scheduling. Although
less flexible than the earlier “floating” preemption point models where a preemption point can
be placed anywhere, that model allows different preemption costs between blocks. The latter
is similar to the algorithm in [10], but supports domain-specific preemption costs rather than a
constant overhead per task.

Other work on limited-preemption scheduling, including cache-aware analysis [28], probabilis-
tic [27] or “typical” execution models [6] are outside the scope of this paper.

8 Conclusions

We believe that the concurrent consideration of timing and security properties within a single unified
framework is an effective means of extending the rigorous approach of real-time scheduling theory
to guaranteeing appropriately-articulated security properties in resource-constrained embedded
systems. In real-time scheduling theory, pre run-time verification of timing correctness is performed
using models of run-time behavior; these models are carefully crafted for specific purposes: e..g,
the sporadic task model [7] has been designed to represent recurrent processes for which it is safe
to assume a minimum duration between successive invocations and for which timing correctness is
defined as the ability to meet all deadlines.
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In this work, as in [3], we have extended the sporadic task model in a security-cognizant
manner, to deal with a particular kind of security-cognizant workload model. For the specific
model that we have proposed, we have developed algorithms that are able to provide provable
correctness of both the timing and the security properties that are considered.

In this extension to our original work in [3], we have corrected the long-standing condition
of Baruah and Bertogna [4, 9] for EDF schedulability of limited-preemption tasks. Leveraging
this, we reduced the execution time complexity of our algorithm, and demonstrated that in an
implicit-deadline task system, it can run quickly even for large numbers of tasks.

We note that the improvements made to the algorithm in this extension also apply to the
generalization of the model to conditional code that we presented in [3]. In an already-published
extension to that work [38], we further improve on the conditional execution model by removing
the assumption that startup/teardown costs are paid at every phase transition and analyze its
performance.

The complexity improvements made in this extension, in combination with a more efficient
implementation of the algorithm, allowed us to evaluate larger and more complex task systems. We
have also illustrated the scaling properties of the algorithm’s execution time for both constrained-
and implicit-deadline systems, and shown how its ability to schedule tasks is affected by varying
their properties. Finally, we have clarified several details of our algorithm and have provided a
more complete demonstration of the improved schedulability offered by our algorithm over a phase
or fully non-preemptive approach.

Although the work described in this manuscript arose out of our related projects in embedded
systems security, we emphasize that we are not claiming that our algorithms solve any security
problems; rather, they solve a scheduling problem that may arise from a class of security problems
for which an adequate protective response gives rise to execution environments with bounded-cost
startup/teardown operations. As future work, we intend to evaluate these scheduling models in
conjunction with real-world attack/defense models.

On the other hand, we believe that our results are relevant beyond just security considerations:
that they may, in fact, be considered to be further contributions to the real-time scheduling
theory literature dealing with limited-preemption scheduling. They may also be extended to other
limited-preemption scheduling frameworks, e.g., for multi-core platforms.
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